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Data Center Ready
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Thermal Passive

Virtual GPU (vGPU) Software Support Yes

vGPU Profiles Supported See the virtual GPU licensing guide

NVENC I NVDEC 3x l 3x (includes AV1 encode and decode)

Secure Boot With Root of Trust Yes

NEBS Ready Level 3

MIG Support No

NVIDIA® NVLink® Support No

* With sparsity
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